
Semantic Informativeness Mediates the Detection of
Changes in Natural Scenes

Andrew Hollingworth and John M. Henderson
Department of Psychology, Michigan State University, East Lansing, USA

Three experiments investigated whether the semantic informativeness of a scene
region (object) influences its representation between successive views. In Exper-
iment 1, a scene and a modified version of that scene were presented in alter-
nation, separated by a brief retention interval. A changed object was either
semantically consistent with the scene (non-informative) or inconsistent (infor-
mative). Change detection latency was shorter in the semantically inconsistent
versus consistent condition. In Experiment 2, eye movements wereeliminated by
presenting a single cycle of the change sequence. Detection accuracy was higher
for inconsistent versus consistent objects. This inconsistent object advantage was
obtained when the potential strategy of selectively encoding inconsistent objects
was no longer advantageous (Experiment 3). These results indicate that the
semantic properties of an object influence whether the representation of that
object is maintained between views of a scene, and this influence is not caused
solely by the differential allocation of eye fixations to the changing region. The
potential cognitive mechanisms supporting this effect are discussed.

When viewing natural environments, human beings experience a visually
detailed percept of the external world. A central issue to the understanding of
dynamic visual perception is the extent to which this experience accurately
reflects visual representation in the brain: Do internal representations maintain
a veridical image of the external world? A number of studies have indicated
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that very little visual information may actually be maintained from one view to
the next (Currie, McConkie, Carlson-Radvansky, & Irwin, in press; Grimes,
1996; Henderson, 1997; Henderson & Hollingworth, 1999b; Irwin, 1991;
Levin & Simons, 1997; McConkie & Currie, 1996; McConkie & Zola, 1979;
Rensink, O’Regan, & Clark, 1997). These studies have generally employed
change detection paradigms, with the logic that the types of changes detected
across a brief retention interval reflect information that is maintained by the
visual system. Participants have been largely insensitive to changes in the
visual form of real-world objects (Henderson, 1997) and text (McConkie &
Zola, 1979) when those changes are made during a saccade. In addition, partic-
ipants have been quite poor at detecting a variety of changes to natural scenes
when the change occurs during a saccade (Currie et al., in press; Grimes, 1996;
Henderson & Hollingworth, 1999b; McConkie & Currie, 1996), between suc-
cessive views of a scene separated by a brief retention interval (Rensink et al.,
1997), or across different views in a film (Levin & Simons, 1997). This phe-
nomenon of poor change detection performance has been termed “change
blindness” (Rensink et al., 1997; see Simons & Levin, 1997, for a review).

If only a small portion of the information contained in a scene is maintained
from one view to the next, what factors determine which information is and is
not preserved? More specifically, what is the nature of the information that is
selectively maintained between views of a scene, and what are the cognitive
mechanisms that support this selectivity? In a change detection study using
photographs of natural scenes, Rensink et al. (1997; see also Rensink,
O’Regan, & Clark, this issue) sought to identify the stimulus properties that
might influence the retention of scene regions between views. Verbal descrip-
tions of scenes were used to rate local scene regions as “high interest” (those
regions often listed in verbal descriptions), “medium interest,” or “low inter-
est” (those regions rarely listed). In a subsequent change detection experiment,
a number of different changes could occur to one of these regions, including
changes to an object’s presence, location, or colour. Change detection perfor-
mance was investigated using a “flicker” paradigm. One image and a modified
version of that image were presented for 240 msec each in an alternating
sequence (A, A, A’, A’ ...), with an 80-msec gray field appearing between
images. The participant’s task was to detect the change between the two
images, and the sequence was repeated until the participant pressed a response
button. After responding, the participant was required to accurately describe
the location and nature of the change. Rensink et al. found that change detec-
tion was remarkably poor, with the detection of some changes requiring more
than 45 sec of viewing. Importantly, not all changes were equally difficult to
detect, with changes to regions of high interest detected most quickly and
changes to regions of low interest detected least quickly. Rensink et al. (1997;
Rensink, this issue) proposed that areas of higher interest are preferentially
attended, and changes to attended areas are easier to detect because visual
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information is more likely to be preserved across the retention interval for
attended relative to unattended areas (see also Scholl, this issue).

The Rensink et al. (1997) study suggests that information from interesting
regions of a scene is preferentially maintained across views compared to
information from less interesting regions. However, “interestingness”, as
operationalized by the likelihood of verbal report, may depend not only on the
semantic informativeness of a scene region but also on the visual informative-
ness of that region. For example, it is reasonable to think that a larger, centrally
located object in a scene would be more likely to be listed in verbal reports than
a smaller, peripherally located object. This raises the possibility that detection
performance as a function of interest level may have been influenced by
lower-level visual factors, such as the physical magnitude and eccentricity of
the change. Because the Rensink et al. (1997) “interestingness” rating may
have reflected both semantic and visual factors, it is not possible to determine
from that study whether semantic informativeness alone can lead to better
change detection. One motivation for the present study, then, was to determine
specifically whether the semantic informativeness of a scene region influences
whether the representation generated by that region is maintained across views
of a scene.

A second issue with the Rensink et al. (1997) study is that eye movements
were not controlled or monitored, so it is not clear whether differential change
detection as a function of region interest was due to differences in the pattern of
eye fixations or to differences in the allocation of covert attention. A number of
studies of eye movements in scenes have indicated that more informative
regions of a scene are fixated longer and more often than less informative
regions (Antes, 1974; Friedman, 1979; Henderson, Weeks, & Hollingworth,
1999; Loftus & Mackworth, 1978; Mackworth & Morandi, 1967). For exam-
ple, Antes (1974) had participants rate regions of a scene for “informative-
ness”: Specifically, the degree to which that region contributed to the overall
information carried by the scene. In a subsequent experiment, eye movements
were monitored while participants viewed the scenes to prepare for a memory
test. Antes found that the eyes fixated highly informative regions sooner, lon-
ger, and more often compared to less informative regions. It is therefore likely
that in the Rensink et al. (1997) study, participants’ overt attention (i.e. eye fix-
ations) was preferentially allocated to regions of higher interest compared to
regions of lower interest. If the eyes were more likely to be fixating a high inter-
est region when a change occurred in the scene, changes to high interest regions
would be detected more quickly than changes to lower interest regions.

If this explanation of the Rensink et al. (1997) results is correct, then the
phenomenon of differential change detection performance as a function of
interest level may be caused simply by the fact that participants are better at
detecting changes to regions they are looking at versus changes to regions they
are not looking at, and thus would not extend our current understanding of the
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influence of region informativeness on scene processing. If, however, differen-
tial change detection cannot be accounted for solely by overt attentional fac-
tors, then other cognitive mechanisms would need to be proposed to explain
this effect. Thus, a second motivation for this study was to test whether eye
movements are a necessary condition for the differential detection of changes
as a function of region informativeness.

In the following experiments, the informativeness of a scene region was
defined along a dimension that can be manipulated directly within natural
scenes: The semantic consistency between an object and the scene in which it
appears (Loftus & Mackworth, 1978). A semantically inconsistent object (e.g.
a fire hydrant in a living room) is informative because it provides information
that is not carried by other elements in the scene; a semantically consistent
object (e.g. a chair in a living room) is less informative because it provides
information that is redundant with other sources of information in the scene.1

To address the potential confound between semantic and visual informative-
ness, we manipulated the semantic consistency of an object independently of
its visual informativeness. Semantically consistent target objects were first
chosen for each scene. The scene stimuli were then paired, and the semanti-
cally inconsistent target conditions were created by swapping objects across
scenes. For example, a fire hydrant was the semantically consistent target in a
street scene, and a chair was the consistent target in a living room scene. These
targets were swapped across scenes so that the fire hydrant was the semanti-
cally inconsistent target in the living room scene, and the chair was the incon-
sistent target in the street scene. Thus, each target object appeared in both the
semantically consistent and inconsistent conditions, controlling for visual fac-
tors such as object size and complexity. In addition, consistent and inconsistent
target objects were placed in the same position in each scene, controlling for
eccentricity. Figure 1 shows a sample scene and an example of the semantic
consistency manipulation.

EXPERIMENT 1

In Experiment 1, the effect of semantic informativeness on the maintenance of
the representation of a scene region between views of a scene was investigated
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1
The term “informativeness” has been used differently by different researchers. The original

studies of the influence of region informativeness on scene perception operationally defined in-
formativeness as the extent to which a region contributed to the overall meaning of the scene (e.g.
Antes, 1974). Loftus and Mackworth (1978), however, defined informativeness as the extent to
which a scene region contained information that was inconsistent with other information in the
scene. The precise relationship between these two types of informativeness has not been investi-
gated. However, highly informative regions of a scene (established by either method) are fixated
longer and more often than less informative regions (see Henderson & Hollingworth, 1998).
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FIG. 1. An example of the type of scene used and the target object semantic consistency manipulation.
(a) contains a semantically consistent target object (chair), whereas (b) contains a semantically inconsis-
tent target object (fire hydrant). This living room scene was paired with a street scene in which the fire
hydrant was consistent and the chair inconsistent.



using a version of the flicker paradigm (Rensink et al., 1997), illustrated in Fig.
2. Informative target objects were semantically inconsistent with the scene in
which they appeared, and non-informative target objects were semantically
consistent with the scene in which they appeared. Three change conditions
were used. In the deletion–addition condition, the target object was present in
Scene A but absent in Scene A’. Across repetitions of the flicker sequence, the
target object disappeared, then reappeared, and so on, until response. The dele-
tion–addition factor was included to investigate the maintenance of informa-
tion about object presence. In the left–right orientation change condition, the
target object was presented in one orientation in Scene A and in a mir-
ror-reversed orientation in Scene A’. Across repetitions of this sequence, the
object alternated between the two mirror images. The left–right orientation
condition was included to investigate the maintenance of visual information
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independent of object identity. In the same condition, the two scenes were
identical.

If the cognitive mechanisms supporting the selective maintenance of scene
information from one view to the next are sensitive to the semantic properties
of a scene region, changes to semantically inconsistent objects should be
detected more rapidly than changes to semantically consistent objects. If, how-
ever, selectivity is driven by lower-level visual factors (such as object size and
eccentricity), no difference in detection time should be observed as a function
of the semantic consistency of the changing object.

Method

Participants . Twelve Michigan State University undergraduate students
participated in the experiment for course credit. All participants had normal or
corrected-to-normal vision and were naïve with respect to the hypotheses
under investigation.

Stimuli. Twenty scenes and twenty target objects were used as stimuli.
The stimuli were generated from photographs of natural scenes. Fourteen
scenes were modified from those used by van Diepen and De Graef (1994), and
the other six scenes were generated from photographs taken in the East Lan-
sing, Michigan area. In both cases, the main contours of the scenes were traced
using Adobe Photoshop 4.0 to create gray-scale line drawings. The images
generated from the two sources were not distinguishable. Semantically consis-
tent target objects for each scene were also created by digitally tracing scanned
images. The 20 scenes were paired, and the semantically inconsistent target
conditions were created by swapping objects across scenes. Both target objects
appeared in the same position in each scene, which did not coincide with the
experimenter-determined initial fixation position.

One potential concern with swapping target objects between scenes is that
the visual informativeness of the target may depend on the scene in which it
appears. For example, if a target object were drawn together with the scene in
which it was consistent, stylistic factors particular to the drawing of the scene
could cause that object to be visually incongruous in the paired scene. In addi-
tion, if a natural object drawn in a setting containing other natural objects (e.g. a
bird in a garden) were swapped with an artifact drawn in a setting containing
other artifacts (e.g. a candlestick in a living room), the visual differences
between natural objects and artifacts could make each target object more visu-
ally informative in the paired scene than in the original scene. To avoid these
problems, the target objects in this experiment were created separately from
the scenes in which they appeared. In addition, of the 20 target objects, 19 were
artifacts, controlling (at least generally) for visual differences between natural
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objects and artifacts. This ratio of artifacts to natural objects was not uncharac-
teristic of the general composition of the scene stimuli; most objects portrayed
in the scenes were artifacts.

The scenes subtended a visual angle of 23 degrees (width) by 15 degrees
(height) at a viewing distance of 64 cm. Target objects subtended about 2.75
degrees on average (range = 1.25 to 4.92 degrees). All images were displayed
as gray-scale contours on a white background at a resolution of 800 by 600 pix-
els by 16 levels of gray. Gray-scale was used for anti-aliasing so that the con-
tours appeared smooth and sharp.

Apparatus. The stimuli were displayed on a NEC XE15, SVGA monitor
operating at 100 Hz. Participants used a button box to start each trial and to
make their response. Stimulus presentation and response collection was con-
trolled by a 486-66 microcomputer.

Procedure. Participants were tested individually. The experimenter
explained that the task was to determine if a change was occurring between
successive presentations of a scene. The experimenter also described the
nature of the possible changes and explained that each type of change could
occur for any of the objects in the scene. Participants were then seated in front
of the computer monitor, with one hand resting on each button of the button
box. Viewing distance was maintained by a forehead rest.

During each trial, participants saw a fixation cross and a prompt instructing
them to press a pacing button to begin the trial. Once the participant pressed the
button, the fixation cross remained on the screen for an additional 500 msec.
Scene A was then presented for 250 msec, followed by a blank (white) screen
for 80 msec, followed by Scene A’ for 250 msec, followed by another blank
screen for 80 msec. This sequence was repeated until the participant
responded. The participant was instructed to press a button labelled “yes” as
soon as a change was detected or a button labelled “no” if no change was
evident.

A practice block of 16 trials was initially presented. The two scenes used in
the practice block were not used in the experimental trials. After the practice
session, the experimenter answered any questions the participant might have
about the procedure before continuing to the experimental session. Participants
then completed an experimental session of 160 trials produced by a
within-participant factorial combination of 2 semantic consistency conditions
× 4 change conditions (deletion–addition, left–right orientation change, and
two levels of same) × 20 scenes. Two levels of the same condition were
included to equate the number of trials on which a change did or did not occur,
and were combined for the purpose of statistical analysis. The trials were pre-
sented in a random order generated independently for each participant. The
entire session lasted approximately 40 minutes.
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Results

Reaction Time Analysis. Trials with responses under 330 msec were elim-
inated, because the changed scene did not appear until 330 msec after the onset
of the initial scene. Only one trial was eliminated across all participants. Mean
reaction time as a function of semantic consistency and change condition is
presented in Table 1. There was a main effect of semantic consistency,
F(1,11) = 7.47, MSe = 7169, p < .05. Overall, responses to scenes containing
an inconsistent target object were faster (1622 msec) than responses to scenes
containing a consistent target object (1676 msec). There was also a reliable
effect of change condition, F(2,22) = 41.46, MSe = 169396, p < .001, with
mean response times of 2258 msec in the same condition, 1225 msec in the
deletion–addition condition, and 1464 msec in the left–right orientation con-
dition. Semantic consistency and change condition did not interact,
F(2,22) = 1.34, MSe = 4083, p > .25.

A planned analysis of the deletion–addition and left–right orientation
change conditions (i.e. excluding the same condition) was of particular inter-
est. There was a main effect of semantic consistency, F(1,11) = 11.36,
MSe = 5471, p < .01, with faster detection of changes to semantically inconsis-
tent objects (1309 msec) than consistent objects (1380 msec). In addition, there
was a main effect of change condition, F(1,11) = 83.58, MSe = 8148, p < .001;
deletion–addition changes were detected more quickly than left–right orienta-
tion changes. These factors did not interact, (F < 1).

A final, simple effects test was conducted on the two levels of the same con-
dition. There was no effect of semantic consistency, (F < 1).

Percentage Correct Analysis. Percentage correct performance was ana-
lysed to determine if differences in reaction time were mediated by differences
in accuracy. The results are summarized in Table 1. First, there was no main
effect of semantic consistency, (F < 1), suggesting that the differences in
reaction time as a function of semantic consistency were independent of
response accuracy. There was, however, a main effect of change condition,
F(2,22) = 17.18, MSe = .0063, p < .001, with 98.0% performance in the same
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TABLE 1
Mean reaction time (msec) as a function of target object semantic

consistency and change condition, Experiment 1

Change Condition
——————————————————————————–—

Target Object Left–right
Consistency Same Deletion–addition Orientation Change

Consistent 2268 (98.3) 1261 (93.3) 1500 (85.4)
Inconsistent 2245 (97.7) 1190 (95.0) 1427 (84.6)

Percentage correct performance in parentheses.



condition, 94.2% performance in the deletion–addition condition, and 85.0%
performance in the left–right orientation condition. Given that participants
responded almost 1 sec slower in the same condition than in the deletion–addi-
tion and left–right orientation conditions, it is not surprising that percentage
correct performance was higher for same responses. The difference between
the deletion–addition and left–right orientation change conditions suggests
that deletion–addition changes were more salient than left–right orientation
changes, because the former were detected both more quickly and more accu-
rately. Semantic consistency and change condition did not interact (F < 1).

An analysis of the deletion–addition and left–right orientation change con-
ditions (i.e. excluding the same condition) revealed a similar pattern. There
was no main effect of semantic consistency (F < 1), a reliable effect of change
condition, F(1,11) = 10.65, MSe = .0095, p < .01, and no interaction between
these factors, (F < 1). Finally, there was no effect of semantic consistency
when comparing the two levels of the same condition (F < 1).

Discussion

The main result of Experiment 1 was that changes to semantically informative
(inconsistent) objects were detected more rapidly than changes to less semanti-
cally informative (consistent) objects. The results of this experiment cannot be
explained by differences in the visual informativeness of the changed objects,
because each target object appeared in both the semantically consistent and
inconsistent conditions, and target object eccentricity was controlled. These
data demonstrate that the cognitive mechanisms supporting the selective main-
tenance of scene information from one view to the next are sensitive to the
semantic properties of a scene region. In addition, the inconsistent object
change detection advantage held both for deletion–addition and left–right
orientation changes, suggesting that information about object presence and
orientation are both preferentially maintained for semantically informative
versus less informative objects. Finally, deletion–addition changes were
detected more quickly and more accurately than left–right orientation changes.
This result is not particularly surprising, however, because deletion–addition is
a relatively large physical change, including changes both to the target object
and to the background contours, which repeatedly become occluded and
unoccluded.2
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Change detection latency was much shorter in this experiment than in Rensink et al. (1997).

The difference may have arisen because our line drawings were less visually complex than the
photographs used by Rensink et al., because the rate of change in Experiment 1 was approximately
twice as fast as that in the Rensink et al. study, because the number of possible changes in Experi-
ment 1 were relatively constrained compared to Rensink et al., and because our changes were al-
ways to discrete objects, whereas many of Rensink et al.’s changes were to object details or
background elements.



One possible explanation for the difference in reaction time between consis-
tent and inconsistent change conditions is that participants actively searched
for the inconsistent objects in the scenes. This strategy is possible given that in
the inconsistent target condition, only one object was inconsistent with the
scene, and it changed on half the trials. In the consistent target condition, the
target object was one of a number of consistent objects in the scene. Thus, par-
ticipants may have learned that the status of the inconsistent object in the scene
determined whether a change was or was not occurring, and so may have
adopted a strategy of searching for inconsistent objects.

We have a number of reasons to believe, however, that participants did not
adopt this strategy. First, if participants learned that the status of the inconsis-
tent object determined the correct response, they should have been faster to
respond that no change was occurring in the inconsistent target same condition
versus the consistent target same condition. The data do not support this pre-
diction. Although responses were slightly faster in the inconsistent target same
condition than in the consistent target same condition, this difference did not
approach reliability (F < 1). Second, if participants actively searched for
inconsistent objects, not only should reaction times be shorter in the inconsis-
tent change conditions but accuracy should also be higher. The data do not sup-
port this prediction, as there was no difference in accuracy as a function of
target object consistency. Third, if participants adopted a strategy of searching
for inconsistent objects, and if such a strategy accounted for the response time
difference for consistent versus inconsistent object change detection, that dif-
ference should more prevalent later in the experiment (after participants had an
opportunity to observe the change contingencies) than earlier in the experi-
ment. To test this possibility, we calculated response time for change trials as a
function of object consistency and first half versus second half of the trials.
There was a main effect of first versus second half of the trials, F(1,11) =
15.97, MSe = 27222, p < .005; performance improved with practice from 1406
msec in the first half to 1272 msec in the second. Critically, the response time
advantage for inconsistent versus consistent objects was actually larger in the
first half of the experiment (122 msec) than the second half (38 msec), though
the interaction between half of the trials and semantic consistency was not reli-
able, F(1,11) = 1.24, MSe = 34311, p > .25. A similar analysis of each quarter
of the experimental trials indicated the same pattern, with the largest advantage
for inconsistent objects appearing in the first quarter of the trials (143 msec).3

These data do not support the hypothesis that the development of an
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Given that each target object in each scene changed twice (once in the deletion condition and

once in the left–right orientation condition), the improvement in performance with practice may
have been caused by participants learning which objects changed in each scene and at what loca-
tion. Such learning may have masked effects of semantic consistency, accounting for the smaller
consistency effect later compared to earlier in the experiment.



inconsistent object search strategy caused the response time advantage for
inconsistent object change detection. As a final test of the strategic encoding
hypothesis, we modified the paradigm in Experiment 3 to assure that a strategy
of selectively encoding inconsistent objects would be unprofitable.

A more plausible explanation for the results of Experiment 1 can be drawn
from eye-movement studies of scene processing. As mentioned earlier, seman-
tically informative objects are generally fixated longer and more often than less
informative objects. Therefore, differences in detection performance could be
explained by differences in the allocation of overt attention to an object as a
function of its semantic consistency with the scene. If participants were more
likely to be fixating a semantically inconsistent versus consistent object when a
change occurred, changes to inconsistent objects should be detected faster than
changes to consistent objects. Given the current evidence, differences in the
allocation of overt attention as a function of scene region informativeness seem
sufficient to explain differences in change detection latency in Experiment 1
and in Rensink et al. (1997).

EXPERIMENT 2

In Experiment 2, we sought to test the hypothesis that the inconsistent object
change detection advantage in Experiment 1 was caused by the differential
allocation of overt attention to the region of change. To do this, we limited the
flicker paradigm to a single cycle of the change sequence. Scene A was pre-
sented once for 250 msec, eliminating the possibility that the target could be
fixated prior to the change in Scene A’. If differences in change detection per-
formance as a function of semantic informativeness are caused solely by the
fact that inconsistent objects are more likely to be fixated when a change occurs
in the scene, no difference should be found in the accuracy of change detection
as a function of target object semantic consistency in this experiment.

An additional change from Experiment 1 to 2 was that we limited the change
conditions to left–right orientation change and same, because the left–right ori-
entation condition yielded the larger consistency effect in Experiment 1.

Method

Participants . Twenty-four Michigan State University undergraduate stu-
dents participated in the experiment for course credit. All participants had nor-
mal or corrected-to-normal vision, were naïve with respect to the hypotheses
under investigation, and had not participated in Experiment 1.

Stimuli and Apparatus. The scene stimuli were the same as in Experiment
1. The pattern mask presented between the two scenes consisted of overlapping
line segments, curves, and angles, and was slightly larger than the scene
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stimuli. The scenes were completely obliterated when presented simulta-
neously with the pattern mask. The apparatus was the same as in Experiment 1.

Procedure. The procedure was the same as in Experiment 1, with the fol-
lowing modifications. Before the experiment, the experimenter described the
nature of the possible change and explained that the task would be to determine
if two scenes presented in succession were the same or different. Once the par-
ticipant initiated a trial, a fixation cross was presented at the centre of the screen
for 500 msec. Participants then saw a presentation of Scene A for 250 msec,
followed by a pattern mask for 30 msec, followed by Scene A’. The retention
interval was changed from 80 to 30 msec to reduce the potential influence of
memory processes that might act differently on consistent versus inconsistent
objects (e.g. Friedman, 1979; see General Discussion). Because the 30 msec
retention interval was relatively brief, the pattern mask was presented during
the retention interval to prevent the perception of apparent motion. Scene A’
remained in view until the participant pressed the left button to indicate that the
two scenes were identical or the right button to indicate that the scene had
changed.

A practice block of eight trials was initially presented. The two scenes used
in the practice block were not used in the experimental trials. Participants then
completed an experimental session of 160 trials produced by presenting twice
the within-participant factorial combination of 2 semantic consistency condi-
tions × 2 change conditions (left–right orientation change and same) × 20
scenes. The 160 trials were distributed into 8 blocks to control for item presen-
tation order. Each block contained all 20 scenes, and within each block 5
scenes were presented in each of the 4 conditions. Trial order was randomized
independently for each participant. A group of eight participants generated a
completely counterbalanced design. The entire session lasted approximately
40 minutes.

Results

Because each trial consisted of only two presentations of each scene, the
dependent measure in this study was percentage correct detection of changes.
Mean percentage correct performance as a function of semantic consistency
and change condition is reported in Table 2. First, there was a main effect
of block, F(7,161) = 4.94, MSe = .0361, p < .001, with better performance in
later blocks than in earlier blocks. Block did not interact with semantic consis-
tency (F < 1.5), but block produced a marginally reliable interaction with
change condition, F(7,161) = 1.94, MSe = .0432, p = .07, caused by greater
improvement across blocks in the left–right orientation change condition than
in the same condition. Because block did not interact with semantic consis-
tency, all subsequent analyses collapsed across the blocking factor.
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There was a reliable effect of semantic consistency, F(1,23) = 6.07,
MSe = .0026, p < .05; performance was better in the semantically inconsistent
target condition (66.4%) than in the consistent condition (63.9%). In addition,
there was a reliable effect of change condition, F(1,23) = 56.5, MSe = .0289,
p < .001, with better performance in the same condition (78.2%) than in the
left–right orientation change condition (52.1%). Finally, there was a reliable
interaction between semantic consistency and change condition, F(1,23) =
5.04, MSe = .0034, p < .05. This interaction was due to an advantage for
inconsistent target objects in the left–right orientation change condition (5%
difference) compared to no difference in the same condition.

To determine whether response biases were present as a function of target
object consistency, we calculated B’’, a nonparametric measure of bias, using
percentage correct in left–right orientation change trials as the hit rate and 1
minus percentage correct in the same trials as the false alarm rate (see Grier,
1971). This analysis indicated that there were no differences in bias between
the two consistency conditions (F < 1). Thus, percentage correct in the
left–right orientation change condition provided a valid measure of sensitivity
to the scene changes. Orientation changes to inconsistent objects were detected
more accurately (54.7%) than changes to consistent objects (49.5%),
F(1,23) = 10.70, MSe = .0030, p < .005.4

Discussion

The main result from Experiment 2 was that detection of changes to semanti-
cally inconsistent objects was more accurate than detection of changes to
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TABLE 2
Percentage correct performance as a function of target
object semantic consistency and change condition,

Experiment 2

Change Condition
——————————————————

Target Object Left–right
Consistency Same Orientation Change

Consistent 78.2 49.5
Inconsistent 78.1 54.7

4
The reaction time data exhibited the same pattern as percent correct performance. Correct

change detection responses were made reliably more quickly when the target object was inconsis-
tent (1321 ms) versus consistent (1468 msec) with the scene, F(1,23) = 11.11, MSe = 23291,
p < .005.



semantically consistent objects, despite the fact that the initial scene was pre-
sented too briefly to allow fixation of the target object. These data suggest that
differences in the fixation pattern on the changing region cannot explain
entirely the inconsistent object change detection advantage. The preferential
maintenance of information from semantically inconsistent objects between
views of a scene must therefore depend, at least in part, on cognitive factors
other than the differential allocation of overt attention. We will discuss poten-
tial explanations for this effect in the General Discussion.

One theoretically uninteresting explanation for the inconsistent object
advantage observed in Experiments 1 and 2 is that participants were strategi-
cally encoding the inconsistent objects. As mentioned in the discussion of
Experiment 1, participants might have developed such a strategy, either con-
sciously or unconsciously, based on the contingencies of the changes. Given
that an inconsistent object was present in a scene, it was the object that changed
50% of the time. Also, when an inconsistent object was present in a scene, a
consistent object never changed. The purpose of Experiment 3 was to test this
strategic encoding explanation of the inconsistent object advantage.

EXPERIMENT 3

Experiment 3 replicated the basic design of Experiment 2. However, two modi-
fications were made to test the strategic encoding hypothesis. Both modifica-
tions reduced the probability that an inconsistent object presented in a scene
was the object that changed left–right orientation. First, a condition was added
in which an object other than the target object changed orientation between
scenes A and A’. One consistent object was chosen in each scene to play this
consistent distractor role. This object was changed once in the consistent target
condition and once in the inconsistent target condition. Thus, there were four
conditions in which an object changed: Two target change conditions (as in
Experiment 2) and two distractor change conditions. (These conditions are
illustrated in Fig. 3.) In only one of these conditions was an inconsistent object
changed. Four same conditions (two in the consistent target condition and two
in the inconsistent target condition) were included to equate the number of tri-
als on which an object did or did not change. The second modification was that
an inconsistent object (inconsistent bystander) was added to each scene in the
consistent target condition so that every scene contained one inconsistent
object (either an inconsistent target or an inconsistent bystander). The incon-
sistent bystanders never changed. As a result of these modifications, an incon-
sistent object was present in all eight conditions but was changed in only one
condition (12.5% of the time compared to 50% of the time in Experiments 1
and 2). If participants were to develop a strategy based on the contingencies of
the types of changes that occurred in the scenes, their best strategy would be to
ignore the inconsistent objects and attend to a consistent object. If the
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FIG. 3. Illustration of the target and distractor change conditions in Experiment 3 for the patio scene.
In the target change conditions, either the consistent target (grill) or inconsistent target (coat rack) was
changed between scene A and A’. In the distractor change conditions, a consistent distractor object
(lawnmower) was changed both when the target was consistent and inconsistent with the scene. In addi-
tion, an inconsistent bystander object (globe) was added to the scenes in the consistent target condition,
so that each scene contained one inconsistent object. Four same conditions (not pictured) were included
to equate the number of trials on which a change did or did not occur.



inconsistent object advantage was due to strategic encoding, then it should be
reduced or eliminated under these conditions.

Method

Participants . Twenty-four Michigan State University undergraduate stu-
dents participated in the experiment for course credit. Three of the original 24
participants were replaced because their performance in the target change and
same conditions was below 60%. All participants had normal or corrected-
to-normal vision, were naïve with respect to the hypotheses under investiga-
tion, and had not participated in Experiment 1 or 2.

Stimuli and Apparatus. The stimuli were the same as in Experiments 2,
except that one inconsistent bystander object was added to each scene in the
consistent target condition. In addition, the target object position was changed
in four scenes to accommodate the bystander object. An equivalent change in
target position was made for each of these four scenes in the inconsistent target
condition. The apparatus was the same as in Experiments 1 and 2.

Procedure. The procedure was the same as in Experiment 2. A practice
block of 16 trials was initially presented. The two scenes used in the practice
block were not used in the experimental trials. Each participant then completed
an experimental session of 160 trials that were produced by a within-
participant factorial combination of 2 target object semantic consistency
conditions × 4 change conditions (left–right orientation change to a target,
left–right orientation change to a distractor, and two levels of same) × 20
scenes. The blocking factor used in Experiment 2 was eliminated. The two
levels of same in each target object consistency condition were combined for
the purpose of statistical analysis. The trials were presented in a random order
generated independently for each participant. The entire session lasted approx-
imately 40 minutes.

Results

Percentage Correct Analysis. The two levels of the semantic consistency
factor and the two theoretically relevant levels of the change factor (left–right
orientation change to a target and same) were entered into an ANOVA. Mean
percentage correct as a function of semantic consistency and change condition
is reported in Table 3. There was a reliable effect of target object semantic con-
sistency, F(1,23) = 7.96, MSe = .0077, p < .01; performance was better in the
semantically inconsistent target condition (65.0%) than in the consistent con-
dition (59.9%). In addition, there was a reliable effect of change condition,
F(1,23) = 134.09, MSe = .0342, p < .001, with better performance in the same
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condition (84.3%) than in the left–right orientation change condition (40.6%).
Finally, there was a marginally reliable interaction between semantic consis-
tency and change condition, F(1,23) = 3.46, MSe = .0095, p = .07. This inter-
action was due to a relatively small advantage for inconsistent targets in the
same condition (1.4%) compared to a larger advantage for inconsistent targets
in the left–right orientation change condition (8.7%). This latter difference was
reliable, F(1,23) = 6.64, MSe = .0138, p < .05.

To determine whether response biases were present in the percentage cor-
rect data, we calculated B’’ as a function of target object consistency. Partici-
pants were reliably more biased to respond that a change occurred in the scene
when the target object was consistent with the scene (B’’ = .263) than when the
target object was inconsistent with the scene (B’’ = .364), F(1,23) = 10.64,
MSe = .0115, p < .005. To obtain an unbiased measure of change detection per-
formance, we employed A’, a non-parametric measure of sensitivity that
approximates performance in a forced-choice paradigm (see Grier, 1971).
These data are reported in Table 3. Change detection performance was reliably
higher for inconsistent target objects (A’ = .76) than for consistent target
objects (A’ = .68), F(1,23) = 10.33, MSe = .0069, p < .005.5

Discussion

In Experiment 3, a semantically inconsistent object was added to the scenes
that contained consistent targets, and a condition was included in which a
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TABLE 3
Percentage correct and A’ performance as a function
of target object semantic consistency and change

condition, Experiment 3

Target Change Condition
——————————————————

Target Object Left–right
Consistency Same Orientation Change

Consistent
Percent correct 83.6 36.3
A’ .678

Inconsistent
Percent correct 85.0 45.0
A’ .755

5
The reaction time data exhibited the same pattern as percentage correct and A’. Correct detec-

tion responses for target changes were made faster when the target object was inconsistent (1422
msec) versus consistent (1535 msec) with the scene, though this difference was not reliable
(F < 1.2).



consistent distractor changed rather than the target object. Thus, every scene
contained an inconsistent object, but an inconsistent object was changed on
only 12.5% of the trials, making a strategy of selectively encoding the inconsis-
tent object sub-optimal. Nevertheless, the results of Experiment 3 replicated
those of Experiments 1 and 2, with change detection clearly facilitated for the
semantically inconsistent targets over the semantically consistent targets.
These results do not support the hypothesis that the inconsistent object advan-
tage is due to strategic encoding of inconsistent target objects.

In Experiment 3, the scenes containing the semantically consistent targets
also contained one more object than did the scenes containing the semantically
inconsistent targets, because the former scenes also contained an inconsistent
bystander. Thus, it is possible that the poorer change detection performance for
the semantically consistent target objects in Experiment 3 was due to the pres-
ence of the additional object (the inconsistent bystander) in these scenes. In
order to test this possibility, we examined change detection for the consistent
distractor objects. In the consistent target condition, consistent distractors
changed when an inconsistent bystander was present in the scene, whereas in
the inconsistent target condition, consistent distractors changed with no incon-
sistent bystander present. Note that in this comparison, the same consistent
distractor objects are being compared given that an inconsistent bystander is
and is not present. Percentage correct change detection was 33% and 29% for
consistent distractors in the consistent and inconsistent target conditions (F <
1). This comparison shows that the presence of an extra object did not lead to a
general decrement in change detection performance. Thus, these results sup-
port the conclusion that the inconsistent object advantage in Experiment 3 for
the target objects was not caused by the addition of the inconsistent bystander
objects in the scenes containing the consistent targets.

GENERAL DISCUSSION

The purpose of this study was to determine whether the semantic properties of
a scene region influence the retention of that region from one view of a scene to
the next. Rensink et al. (1997) used a flicker paradigm to show that “interest-
ing” or informative regions may be preferentially maintained across views, but
this study may have confounded the semantic informativeness of a scene
region with its visual informativeness. In addition, eye movements were not
controlled in Rensink et al. (1997), so it is not possible to determine from that
study whether differential change detection as a function of region interest was
due to differences in the pattern of eye fixations or to differences in the alloca-
tion of covert attention.

To address these issues, we manipulated the semantic informativeness of a
scene region independently of its visual informativeness both in the flicker par-
adigm and in a paradigm that prevented fixation of the target object prior to the
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change in the scene. The central finding of this study was that semantically
informative (inconsistent) regions of a scene are preferentially represented
between views of the scene compared to less informative (consistent) regions.
In addition, this effect cannot be explained entirely by the differential alloca-
tion of overt attention (i.e. eye fixations), as the inconsistent object advantage
remained when eye movements were eliminated from the paradigm. These
results suggest that the cognitive mechanisms supporting the selective mainte-
nance of scene information from one view to the next are sensitive to the
semantic properties of a scene region (see also Werner & Thies, this issue). We
now turn to the potential cognitive mechanisms that could support the prefer-
ential representation of semantically inconsistent information between views
of a scene. We have identified three potential hypotheses. None of these
hypotheses receives unambiguous support from extant data. However, we are
presenting them as logical possibilities to guide further investigation.

One possible explanation for the inconsistent object advantage is the mem-
ory schema hypothesis. In this view, object representations that are semanti-
cally consistent with a memory schema for that type of scene are normalized to
default values in the schema, whereas semantically inconsistent object repre-
sentations are retained in a more veridical form. In Experiment 2, Scene A was
presented for 250 msec, and Scene A’ appeared only 30 msec later. Thus, a
schema normalization process would need to act quite rapidly in order to pro-
duce the inconsistent object advantage. The memory schema hypothesis is sup-
ported by studies demonstrating better long-term memory for inconsistent
versus consistent objects in a scene after an initial free-viewing session (Fried-
man, 1979; Pedzek, Whetstone, Reynolds, Askari, & Dougherty, 1989). For
example, Friedman (1979) showed that changes to objects in scenes were
better detected for objects that were inconsistent with the scene in the
free-viewing session. However, there is a potential confound in these experi-
ments that makes it difficult to take them as clear evidence for the memory
schema hypothesis. Specifically, in free-viewing paradigms, semantically
inconsistent objects are foveally fixated more often and for a longer duration
than consistent objects (Friedman, 1979; Henderson et al., 1999; Loftus &
Mackworth, 1978). Thus, better long-term memory for inconsistent objects in
a scene could be due to increased foveal processing time and not to differences
in memory processing per se (Biederman, Mezzanotte, & Rabinowitz, 1982;
Henderson, 1992).

We have conducted two studies to investigate the memory schema hypothe-
sis as an explanation for the inconsistent object advantage (Hollingworth &
Henderson, submitted). Both experiments used the paradigm employed in
Experiment 2. In the first, we manipulated whether the pattern mask appearing
between scenes A and A’ was presented for 30 or 400 msec. If the inconsistent
object advantage derives from memory schema normalization, the advantage
should become larger when the retention interval between the two scenes is
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increased. The results did not support this prediction, as the magnitude of the
inconsistent object advantage did not vary as a function of mask duration. In
the second experiment, we presented either a pattern mask or a conceptual
mask (i.e. a scene of a different conceptual type) for 250 msec between the pre-
sentation of scenes A and A’. Potter (1976) found that the conceptual process-
ing of a scene was disrupted by the immediate presentation of a second scene. If
the inconsistent object advantage is due to conceptual-level schema effects,
then the presentation of a conceptual mask between scene A and A’ should
eliminate or attenuate that advantage. Contrary to this prediction the inconsis-
tent object advantage was just as large in the conceptual mask condition as in
the pattern mask condition.

A second potential explanation for the inconsistent object advantage is the
attentional attraction hypothesis. According to this hypothesis covert attention
is drawn to an object when there is difficulty reconciling that object’s identity
with the overall meaning of the scene. For example, covert attention may be
drawn to a fire hydrant in a living room because the hydrant is odd or interest-
ing in that scene context. The role of attention may be to make sure that a per-
ceptual mistake wasn’t made (is that really a fire hydrant?), or to check for
further details that could help reconcile the conceptual discrepancy. The addi-
tional attentional resources may then produce a more complete or better
remembered perceptual description, facilitating change detection performance
compared to consistent objects.

Although many studies have demonstrated that covert visual attention can
be dissociated from the current fixation position (e.g. Posner, Snyder, &
Davidson, 1980; see Egeth & Yantis, 1997), covert attention appears to be
tightly linked to eye movements under more natural viewing conditions
(Deubel & Schneider, 1996; Henderson, Pollatsek, & Rayner, 1989; Shepard,
Findlay, & Hockey, 1986). As a result, studies of eye movements in scenes can
provide some indication of the allocation of covert attention during scene pro-
cessing. The attentional attraction hypothesis is therefore supported by evi-
dence from eye-movement studies that semantically inconsistent objects are
fixated earlier in scene viewing than semantically consistent objects (Loftus &
Mackworth, 1978), but this result has not been replicated (De Graef,
Christiaens, & d’Ydewalle, 1990; Henderson et al., 1999).

Finally, the inconsistent object advantage could be explained by an
attentional disengagement hypothesis. In this view, covert attention is initially
deployed to scene regions based on stimulus factors such as discontinuity in
colour, contrast, and depth (Antes, 1974; Henderson & Hollingworth, 1998,
1999a; Henderson et al., 1999; Mackworth & Morandi, 1967). Although covert
attention is not initially drawn to regions of conceptual difficulty, once such a
region has been attended, attention may be captured by conceptual processing
difficulty. This hypothesis is consistent with results showing that the eyes are
not initially drawn to semantically inconsistent objects in a scene (De Graef et
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al., 1990; Henderson et al., 1999), but that once such a region has been fixated,
the eyes tend to remain longer on these objects (De Graef et al., 1990; Fried-
man, 1979; Henderson et al., 1999; Loftus & Mackworth, 1978). Again, if
attention is captured by semantic inconsistency, then a more complete repre-
sentation of inconsistent objects would be generated and encoded into
memory.

CONCLUSION

In summary, we reported evidence from three change-detection experiments
showing that a change to an object is more easily detected when that object is
semantically inconsistent with its scene than when it is semantically consistent.
These results demonstrate that semantic properties of a scene region influence
whether the representation of that region is or is not retained across views of the
scene, and thus that the internal representation generated from a complex scene
is not a veridical copy of that scene.
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