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Functions of parahippocampal place area

and retrosplenial cortex in real-world scene

analysis: An fMRI study

John M. Henderson1, David C. Zhu2,
and Christine L. Larson3

1University of South Carolina, USA
2Michigan State University, USA
3University of Wisconsin, USA

We used functional MRI to investigate several hypotheses concerning the functions
of posterior parahippocampal cortex and retrosplenial cortex, two regions that
preferentially activate to images of real-world scenes compared to images of other
meaningful visual stimuli such as objects and faces. We compared activation
resulting from photographs of rooms, city streets, cityscapes, and landscapes
against activation to a control condition of objects. Activation in posterior
parahippocampal cortex, including parahippocampal place area, was greater for
all scene types than objects, and greater for scenes that clearly convey information
about local three-dimensional (3-D) structure (city streets and rooms) than scenes
that do not (cityscapes and landscapes). Similar differences were observed in
retrosplenial cortex, though activation was also greater for city streets than rooms.
These results suggest that activation in both cortical areas is primarily related to
analysis or representation of local 3-D space. The results are not consistent with
hypotheses that these areas reflect panoramic spatial volume, an artificial versus
natural category distinction, an indoor versus outdoor distinction, or the number of
explicit objects depicted in a scene image.
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Real-world scenes can be defined as views from a particular vantage point of

a real-world environment (Henderson, 2005, 2007). There is growing

evidence that perceptual and cognitive processing of real-world scenes

differs in important ways from other types of meaningful visual stimuli

such as objects and faces. For example, real-world scenes contain unique
regularities in spatial structure and semantics that are not present in other

types of visual stimuli (Biederman, Mezzanotte, & Rabinowitz, 1982;

Henderson & Hollingworth, 1999). From a processing perspective, scenes

are recognized very quickly using a route that does not seem to require the

recognition of individual objects and their spatial relationships, suggesting a

direct pathway to scene categorization (Intraub, 1981; Li, van Rullen, Koch,

& Perona, 2005; Potter, 1976; Rousselet, Joubert, & Fabre-Thorpe, 2005;

Schyns & Oliva, 1994; Thorpe, Fize, & Marlot, 1996).
Is the special status of visual scenes supported by domain-specific

processing systems in the brain? Data from functional MRI (fMRI) point

to two candidate cortical scene regions. One region, the parahippocampal

place area (PPA; Epstein, Harris, Stanley, & Kanwisher, 1999; Epstein &

Kanwisher, 1998; see Epstein, 2005, for review) is located in the posterior

region of parahippocampal cortex (pPHC) and is selectively activated by

scenes over faces, single objects, and object arrays (Epstein, Graham, &

Downing, 2003; Epstein et al., 1999; Epstein, Higgins, & Thompson-Schill,
2005; Epstein & Kanwisher, 1998; Epstein, Parker, & Feiler, 2007; Spiridon

& Kanwisher, 2002; see also Aguirre & D’Esposito, 1997; Bar & Aminoff,

2003; Henderson, Larson, & Zhu, 2007; Kohler, Crane, & Milner, 2002;

Maguire, Frith, & Cipolotti, 2001; Walther, Caddigan, Fei-Fei, & Beck,

2009). A second area, retrosplenial cortex (RSC), and particularly Brod-

mann’s Area 30 (BA 30), similarly preferentially activates to real-world

scenes over faces and objects (Bar & Aminoff, 2003; Epstein & Higgins,

2006; Epstein et al., 2007; Henderson, Larson, & Zhu, 2007, 2008; Walther
et al., 2009). Although pPHC and RSC both appear to be involved in real-

world scene analysis, it remains unclear what specific functions these areas

support and whether they differ.

The purpose of the present study was to investigate further the functions

of PPA and RSC in scene processing. One difficulty with studying real-world

scenes is that they can differ along a number of dimensions that are often

correlated. For example, indoor scenes tend to have local three-dimensional

(3-D) structure (i.e., the volumetric geometry of the local space is explicitly
defined), whereas outdoor scenes tend not to explicitly depict local

volumetric structure. Similarly, scenes of natural environments do not

typically depict local volumetric structure (i.e., they are panoramic in that

they provide an open view of great spatial extent), whereas scenes of artificial

environments tend to be closed spaces with explicitly defined local 3-D

structure. Therefore, it can be difficult to disentangle effects of different sets
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of correlated scene features (e.g., indoor/outdoor, artificial/natural, open/

closed), particularly when relatively small and homogenous sets of scenes are

used as stimuli.

Furthermore, there are reasons to think that some of these variables

might influence the degree of activation observed in cortical regions sensitive
to scenes. First, natural and artificial scenes have different Fourier power

spectra, with artificial scenes possessing more high-frequency power in

horizontal and vertical dimensions (e.g., Torralba & Oliva, 2003; Vailaya,

Jain, & Jiang Shang, 1998). Recent evidence suggests that PPA may be more

generally sensitive to high spatial frequencies (Rajimehr, Devaney, Young,

Postelnicu & Tootell, 2008). Second, many objects tend to be associated with

particular environments, and object�scene associations appear to activate

PPA (Bar, 2004; Bar & Aminoff, 2003; Bar, Aminoff, & Ishai, 2008; Bar,
Aminoff, & Schacter, 2008; see also Eichenbaum, Yonelinas, & Ranganath,

2007; but see Epstein & Ward, 2010). Greater numbers of objects might

generate more associations and so more activation (Bar, Aminoff, & Ishai,

2008; Bar, Aminoff, & Schacter, 2008).

In the present study we included conditions that allowed us to begin to

tease apart the degree to which PPA and RSC preferentially activate to

scenes with and without explicit local 3-D volumetric structure, smaller

versus larger degrees of spatial volume, artificial versus natural scene
categories, and larger versus smaller numbers of individuated objects. These

features were contrasted in a large set of photographs of rooms, city streets,

cityscapes (skylines), and landscapes (Figure 1). The rooms and city streets

both clearly depicted local enclosed 3-D volumetric structure, with at least

three surfaces enclosing the depicted space, whereas the cityscapes and

landscapes did not. The rooms were indoor environments, whereas the

streets, cityscapes, and landscapes were outdoor environments. The rooms,

streets, and cityscapes were artificial environments, whereas the landscapes
were natural environments. The cityscapes and landscapes were both

outdoor panoramic environments, but the cityscapes were artificial whereas

the landscapes were natural. The rooms and city streets were both artificial

environments with local enclosed 3-D structure, but the rooms included large

numbers of individuated human-scaled objects that could be manipulated

within the context of the scenes (Henderson & Hollingworth, 1999), whereas

the streets did not.

With these conditions, then, we can draw predictions for several hypotheses
concerning PPA and RSC function (Figure 2). First, if PPA or RSC are

involved in analysing explicit local 3-D volumetric structure, then activation

should be less for cityscapes and landscapes (which are panoramic) than for

rooms and city streets (which depict the local enclosed 3-D environment

surrounding the viewer). Second, if PPA or RSC preferentially active to scenes

with less local volumetric structure but more navigable space (i.e., more open

912 HENDERSON, ZHU, LARSON
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space), then we predict activation in the following order from most to least:

Landscapes, cityscapes, city streets, and rooms. Third, if PPA or RSC are

involved in processing features related to artificial versus natural scenes,

consistent with results showing greater activation to indoor than outdoor

scenes (Henderson et al., 2007; see also the outdoor versus landscape

comparison in Epstein & Kanwisher, 1998), then rooms, city streets, and

cityscapes should produce more activation than landscapes. The cityscape

versus landscape contrast provides a more controlled test of the artificial

versus natural contrast holding spatial volume of the scene constant. Fourth,

Figure 1. Examples of the scene images used in the experiment. A set of 100 unique scenes were

presented without repetition to each subject in each condition, along with an equal number of object

control stimuli. To view this figure in colour, please see the online issue of the Journal.
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if processing in PPA or RSC reflects associations to explicitly depicted objects,

then we predict less activation for cityscapes and landscapes (which explicitly

depict no discrete objects) compared to rooms (which depict many). The city

streets we chose for the experiment also depicted very few human-scaled

individuated objects, but there were arguably some (e.g., parked cars in a

street), so if objects are important then streets would be expected to produce

more activation than cityscapes and landscapes.

To test these hypotheses, we presented a large number of unique scenes in

each of the image conditions in a block-design fMRI experiment (Henderson

et al., 2007, 2008). The use of large unrepeated image sets circumvents

reduction in activation associated with scene repetition (Epstein et al., 2003,

1999, 2005; Goh et al., 2004; Grill-Spector et al., 1999; Grill-Spector &

Malach, 2001). The use of a larger n also reduces potential sampling bias

problems, and better supports generalization of the results to the population

of scenes sampled in each condition. As a control condition, we included an

equal number of object photographs. Because we were interested in scene

perception and interpretation rather than intentional memory encoding or

retrieval, participants passively viewed the images (Goh et al., 2004). To

ensure that they attended to the display, participants were asked to press a

button once at the beginning of each block of pictures. Finally, because we

were interested in relatively complete scene interpretation rather than initial

gist processing, scenes were displayed for 2.5 s each. Although the initial gist

of a scene can be generated from as little as 50 ms of scene presentation,

participants must scan a scene over extended time to fully encode and

understand the objects and spatial relationships present in them (Henderson,

2003, 2007). Because several of the hypotheses under consideration here

require complete encoding of spatial and object information, the use of the

Figure 2. Predictions of the spatial volume, local 3-D structure, natural versus artificial, and object-

association hypotheses for the four scene conditions used in the experiment. To view this figure in

colour, please see the online issue of the Journal.
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longer display duration was necessary. There is good evidence that longer

scene display durations result in activation of the same scene regions as

shorter display durations (e.g., Walther et al., 2009).

MATERIALS AND METHOD

Subjects

Twenty-three right-handed, healthy college students from Michigan State

University volunteered to participate in this study and signed consent forms

approved by the Michigan State University Institutional Review Board.

Data from five subjects were discarded: One due to lack of activation in

primary visual areas suggesting lack of attention during the study, two due to

irregular anatomical structures, one because the functionally defined PPA

was not found, and one due to excess motion. Eighteen subjects (eight male,
mean age 20.4, range 18�25) were included in the data analysis.

Stimuli

Stimuli were 500 full-colour digitized photographs selected from a variety of

sources, with 100 unique pictures for each of the five conditions: Rooms,

City Streets, Cityscapes, Landscapes, and Objects (Figure 1). A variety of

picture types were used in each category within the constraints of the

hypotheses to be tested (e.g., landscapes did not include artificial regions;

city streets depicted a street environment with clear local enclosed 3-D

volume). Stimuli were displayed in colour on a 640�480 LCD monitor
mounted on top of the RF head coil. The LCD subtended 128�168 of visual

angle.

Procedure

A block-design paradigm was controlled by an IFIS-SA system (Invivo

Corp., Gainesville, FL). The experiment was divided into five functional

runs each lasting 6 min and 55 s. In each run, subjects were presented with 10

blocks of visual stimulation after an initial 15 s ‘‘resting’’ period. In each

block, 10 unique pictures from one condition were presented. Within a

block, each picture was presented for 2.5 s with no interstimulus interval.
A 15 s baseline condition (a white screen with a black fixation cross at the

centre) followed each block. Each condition was shown in two blocks per

run. Both the order of conditions within each run and the order of pictures

within a block were initially randomly determined. The five functional runs

were presented to half of the subjects in a forward order and half in a reverse

order.
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Image acquisition

The experiment was conducted on a 3T GE Signa EXCITE scanner (GE

Healthcare, Milwaukee, WI) with an eight-channel head coil. During each

session, images were first acquired for the purpose of localization, and first

and higher order shimming procedures were then carried out to improve

magnetic field homogeneity (Kim, Adalsteinsson, Glover, & Spielman,

2002). To study brain function, echo planar images, starting from the

most inferior regions of the brain, were then acquired with the following

parameters: 34 contiguous 3 mm axial slices in an interleaved order,

TE �27.7 ms, TR �2500 ms, flip angle �808, FOV �22 cm, matrix

size �64�64, ramp sampling, and with the first four data points discarded.

Each volume of slices was acquired 162 times during each of the five

functional runs while subjects viewed the pictures, resulting in a total of 810

volumes of images over the course of the entire experiment. After functional

data acquisition, high-resolution volumetric T1 weighted spoiled gradient-

recalled (SPGR) images with cerebrospinal fluid suppressed were obtained to

cover the whole brain with 124 1.5 mm sagittal slices, 88 flip angle, and 24 cm

FOV. These images were used to identify anatomical locations.

fMRI data preprocessing and analysis

All fMRI data preprocessing and analysis was conducted with AFNI

software (Cox, 1996). For each subject, acquisition timing difference was

first corrected for different slice locations. With the first functional image as

the reference, rigid-body motion correction was done in three translational

and three rotational directions. The amount of motion in these directions

was estimated and then the estimations were used in data analysis. For each

subject, spatial blurring with a full width half maximum of 4 mm was

applied to reduce random noise (Parrish, Gitelman, LaBar, & Mesulam,

2000), and also to reduce the issue of intersubject anatomical variation

and Talairach transformation variation during group analysis. For the

group analysis, all images were converted to Talairach coordinate space

(Talairach & Tournoux, 1988) with an interpolation to 1 mm3 voxels.

For the data analysis of each individual subject, the reference function

throughout all functional runs for each picture category was generated based

on the convolution of the stimulus input and a gamma function (Cox, 1996),

which was modelled as the impulse response when each picture was

presented. The functional image data acquired was compared with

the reference functions using the 3-DDeconvolve software for multiple

linear regression analysis and general linear tests (Ward, 2002). Multiple

linear regressions were applied on a voxel-wise basis for t-statistic tests and to

find the magnitude change when each picture condition was presented,
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compared to the reference functions. The equivalent BOLD percentage

signal change relative to the baseline state was then calculated. General

linear tests were also applied on a voxel-wise basis to find the statistical

significance of pairwise comparisons for all the picture conditions. For the

previous analysis, in addition to applying the reference functions for the five
picture conditions, MRI signal modelling also included the subject motion

estimations in the three translational and the three rotational directions, and

the constant, linear, and quadratic trends for each of the five functional runs.

Monte Carlo simulation of the effect of matrix and voxel sizes of the

imaging volume, spatial correlation of voxels, voxel intensity thresholding,

masking, and cluster identification was applied to estimate overall statistical

significance with respect to the whole brain (Ward, 2000).

Parahippocampal place area (PPA) and retrosplenial cortex
(RSC) region of interest (ROI) analyses

In Talairach coordinate space, a PPA ROI was identified in each hemisphere

for each subject. Regions showing preferential activation to scenes over

objects based on the contrast of ‘‘Rooms�City Street�Cityscape�
Landscape � 4�Object’’ (an 18-subject median whole-brain corrected

p-valueB1.38�10�3) in the parahippocampal gyrus were defined as the
PPA. The whole-brain corrected p-values were the results of the following

active voxel selection criteria: A voxel-wise p-value B10�4 based on the

t-test and active voxels that were nearest-neighbour and within a cluster size

of 107 mm3. This contrast resulted in clear PPA ROIs in each hemisphere for

each subject. We computed the average BOLD percentage signal change for

all voxels in the PPA ROI individually for each subject as a function of

condition and hemisphere. These data were entered into a Condition (Object,

room, city street, cityscape, landscape)�Hemisphere (left, right) ANOVA.
An analogous Condition�Hemisphere ANOVA was calculated for the

mean percentage signal change by subject for all voxels in the anatomically

defined BA 30 ROI. This RSC ROI was limited to BA 30 (defined using the

AFNI Talairach atlas) due to a lack of differential activation in BA 29 to any

type of scenes in the present study, as well as previous work indicating that

RSC activation to scenes was most pronounced in BA 30 (Henderson et al.,

2007; see also Maguire, 2001).

Whole brain analysis

After the percentage signal change was estimated with respect to each picture

condition for each subject, an ANOVAwas performed over the 18 subject data

sets for group analysis with a mixed-effect two-factor model. Picture condition

(five levels) was the first factor and was modelled to provide a fixed effect.
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Subject was the second factor and was modelled as a random effect. The

ANOVA results were used to extract the activated voxels for all pairwise

condition contrasts (voxel-based p-value B10�3 and whole-brain corrected

p-valueB.016). The active voxel selection criteria required that the voxels were

nearest-neighbour and within a cluster size of 142 mm3. Based on application

of these criteria to the whole brain, the voxel-based p-value B1�10�3 was

corrected to be an equivalent of whole-brain corrected p-valueB.016.

RESULTS

ROI analyses

PPA. All included subjects showed well-defined PPA ROIs, with an

average right PPA ROI volume of 3967 mm3 (range 1577�6239 mm3), and

average left PPA ROI volume of 3185 mm3 (range 523�4732 mm3). The

centroids of the right and left PPA ROIs with respect to the t-values in

Talairach coordinates based on the group analysis were (20, �40, �2) and

(�19, �41, �2), respectively.

Average percentage signal change for all voxels in the PPA ROI was

computed for each subject as a function of condition and hemisphere. These

data were entered into a Condition�Hemisphere ANOVA (Huynh-Feldt

corrected). The analysis revealed a significant effect of condition,

F(4, 68) �64.21, pB.001, h2�.791, hemisphere, F(1, 17) �6.40, pB.02,

h2�.274, and a Condition�Hemisphere interaction, F(4, 68) �4.41,

p�.004, h2�.206 (Figure 3). Post hoc comparisons (Bonferroni-adjusted)

indicated that objects were less robust activators of PPA than all types of

scenes (psB.001). Among the scenes there was no difference in PPA

activation between rooms and city streets (p�.99) or between cityscapes

and landscapes (p�.99); however, both rooms and streets elicited greater

Figure 3. Mean percentage signal change (and SEM) across all voxels in the PPA ROI for 18 subjects

as a function of image condition and hemisphere.
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PPA activation than both cityscapes and landscapes (psB.004). Following

up on the Condition�Hemisphere interaction, post hoc comparisons

indicated greater activation in the right than left hemisphere for rooms

and city streets (pB.05), but not objects or cityscapes (ps�.05). There was a

trend for greater right hemisphere activation for landscapes (pB.03), but this
contrast did not survive the Bonferroni-correction threshold.

RSC (BA 30). In an analogous Condition�Hemisphere ANOVA on
RSC BA 30, we found a significant main effect of condition, F(4, 68) �42.95,

pB.001, h2�.716, along with a main effect of hemisphere, F(1, 17) �5.20,

pB.04, h2�.234, which indicated greater right hemisphere activation. These

main effects were qualified by a Condition�Hemisphere interaction, F(4,

68) �6.82, pB.001, h2�.286 (see Figure 4). Bonferroni-corrected post hoc

contrasts for the condition effect indicated that all four scene types elicited

greater activation than objects (psB.001). Whereas rooms and city streets

activated RSC similarly (p�.18), as did cityscapes and landscapes (p�.99),
rooms and city streets tended to be the strongest elicitors of RSC activation.

City streets led to greater percent signal change than did cityscapes or

landscapes (psB.001). Rooms also resulted in greater activation than

cityscapes (psB.02) and marginally greater activation than landscapes

(pB.09). Considering hemispheric differences, Bonferroni-corrected post

hoc contrasts revealed a right hemisphere activation advantage for city streets

(pB.05), but the trends for greater right hemisphere activation for rooms,

cityscapes, and landscapes did not survive Bonferroni correction (ts B2.65).

Whole brain analyses

pPHC. The whole brain analyses confirmed the PPA ROI findings. As

seen in Table 1 and Figure 5, similar to the ROI results, rooms and city

streets produced equivalent activation, as did cityscapes and landscapes.

Figure 4. Mean percentage signal change (and SEM) across all voxels in the BA 30 ROI for 18

subjects as a function of image condition and hemisphere.
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TABLE 1
Group results of the whole-brain analysis for right (R) and left (L) parahippocampal gyrus and Brodmann’s Area 30

Parahippocampal gyrus BA 30

R L R L

Mean

t-value

Activation volume

(mm3)

Mean

t-value

Activation volume

(mm3)

Mean

t-value

Activation volume

(mm3)

Mean

t-value

Activation volume

(mm3)

Rooms � City Street �4.461 375

Rooms � Cityscape 5.854 5007 5.162 2114 5.768 574 4.677 354

Rooms � Landscape 4.822 2111 4.505 1073

City Street � Cityscape 5.537 2786 4.868 1496 5.193 900 4.55 659

City Street � Landscape 4.759 2440 4.532 1449 4.694 1169 4.408 705

Cityscape � Landscape

(Rooms�City Street) �
(Cityscape�Landscape)

5.621 4555 5.058 2998 5.367 1115 4.870 942

All Scene � Object 5.182 3929 3.823 3115 6.785 1985 6.027 1894

For each contrast, mean t-value and cluster size is reported. The last row of the table presents a contrast between scenes depicting more local 3-D

geometry (rooms, city streets) and those with less (cityscapes, landscapes). Positive t-statistic values indicate greater activation for the first condition listed

compared to the second. Nonsignificant volumes (B 142 mm3) are not shown (blank cell).
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Also in keeping with the PPA ROI data, pPHC was more strongly activated

to rooms and city streets than cityscapes or landscapes.

RSC BA 30. As with the ROI data, city streets activated BA 30 more than

landscapes and cityscapes, whereas the rooms versus cityscapes comparison

reached significance but the rooms versus landscapes comparison did not.

There was a small cluster of significant activation for rooms compared to

landscapes, but it did not meet the cluster size threshold of 142 mm3.

Interestingly, there was also a small but significant cluster indicating greater
activation for city streets than rooms in this region (Table 1, Figure 5). As in

our prior study (Henderson et al., 2007; see also Maguire, 2001), whereas BA

30 showed clear differential activation across several scene types, BA 29 (also

associated with RSC) produced only a general scene effect, with greater

activation for all scene types compared to objects, but no differences among

scene categories.

DISCUSSION

The purpose of this study was to investigate the nature of real-world scene

processing in the brain. We were specifically interested in investigating the

Figure 5. The whole brain contrasts for PPA (middle row) and BA 30 (bottom row). The green

crosshairs are centred on the centroid of the right PPA (20, �40, �2) and the peak t-value locations for

the corresponding contrasts at the right BA 30 regions for street�cityscape (18, �42, �2) and for

room�street (4, �65, 12). The cityscapes and landscapes differed markedly in their power spectra yet

produced similar fMRI activation in PPA and RSC, whereas the streets and cityscapes were more

similar in the power spectra yet produced markedly different activation levels. To view this figure in

colour, please see the online issue of the Journal.
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scene properties that activate two previously identified cortical areas relevant

to scene analysis: PPA and RSC. We compared activation to scenes that did

and did not explicitly depict local 3-D volume, scenes that varied in their

degree of openness, and artificial versus natural scenes. To implement these

comparisons, we contrasted activation in a single experiment to a large

sample of photographs of rooms, city streets, cityscapes, and landscapes,

using single objects as a control condition. We drew predictions for each

hypothesis concerning the function of PPA and RSC for this set of conditions

(Figure 2).

The results for both PPA and RSC (more specifically, BA 30, the region of

RSC showing differential activation to the scene conditions) align most

closely with the predictions of the 3-D local spatial geometry hypothesis.

This hypothesis predicts activation to be least for cityscapes and landscapes

and greatest for rooms and city streets, because only the latter two

conditions explicitly depict the volumetric structure of local enclosed 3-D

space. The results were consistent with this prediction. Furthermore, in a

contrast that controlled for both the indoor versus outdoor feature (both

were outdoor) and general semantic class (both were cities), street scenes

produced a clear activation advantage over cityscapes in both PPA and RSC,

as predicted by the 3-D geometry hypothesis.

The results of this study are not as easily accommodated by several

alternative hypotheses. First, if scene processing regions preferentially

activate to scenes depicting more open environments with greater spatial

volume, as they might on the theory that these regions play a role in placing

a viewer within larger scale space for the purposes of spatial navigation, then

we might have expected a ranked ordering of activation with least activation

for rooms, followed by streets, then cityscapes, and greatest activation for

landscapes. Opposite to this prediction, the more global views of cityscapes

and landscapes produced the least activation.

Second, scene regions might preferentially activate to artificial over

natural scenes. There is some evidence in the literature hinting that this

feature may be relevant for scene processing. For example, our prior results

showed greater activation for indoor than outdoor scenes in PPA (Henderson

et al., 2007; see also Epstein & Kanwisher, 1998). Those results could have

been due to preference for local 3-D geometric structure, but they are also

consistent with a preference for artificial over natural scenes. On this

hypothesis, rooms, streets, and cityscapes should all have produced more

activation than landscapes. In the present study, the comparison of cityscapes

and landscapes provided a direct test of this hypothesis. This contrast is

particularly strong because the cityscape and landscape conditions controlled

a number of other factors including indoor/outdoor (both are outdoor) and

general volume (both are panoramic). Furthermore, both of these scene
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categories differed in their Fourier power spectra (Figure 6), with the artificial

scenes showing more power in horizontal and vertical orientations as has

typically been found for artificial versus natural scenes (Torralba & Oliva,

2003; Vailaya et al., 1998). Contrary to the hypothesis that artificial/natural is

an important dimension for either PPA or RSC, cityscapes and landscapes

produced equivalent activation in both regions. Furthermore, the finding that

rooms and city streets produced more activation than cityscapes (which did

not differ from landscapes) suggests that it is not simply the presence of

greater Fourier power in horizontal and vertical orientations in the images

(Figure 6) that drives activation. The cityscapes and landscapes differed

markedly in their power spectra yet produced similar fMRI activation in PPA

and RSC, whereas the streets and cityscapes were more similar in the power

spectra yet produced markedly different activation levels. It seems that

something about the structure of higher order features, such as the fact that

they create a local surrounding 3-D space, is critical.

Third, if PPA reflects the number of explicitly depicted objects, then

rooms should have produced more activation than streets, cityscapes, and

landscapes. The finding that rooms, with their large numbers of explicitly

depicted objects, produced equivalent activation to city streets (with few if

any explicit objects) argues against this hypothesis. In fact, the BA 30 results

were opposite to this prediction, with the whole brain analysis showing

greater activation to streets than to rooms.

Together then, the complete pattern of data is most consistent with the

hypothesis that PPA and RSC are involved in analysing the geometry of local

volumetric space defined by surfaces that enclose that space. Furthermore, in

the present study a very similar pattern of activation was observed in PPA

and BA 30, with rooms and streets producing more activation than

cityscapes and landscapes in both regions. However, in the whole brain

analysis of BA 30, there was also a significant activation advantage for

streets over rooms. (This trend was not reliable in the ROI analysis, which

had less power to detect the difference because it averaged over both active

and inactive voxels in the anatomically defined ROI region.) The advantage

Figure 6. Fourier power spectra for the scenes presented in each scene category.
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for streets over rooms suggests that BA 30 may preferentially activate to

more open local 3-D volume than PPA, a result that is consistent with the

hypothesis that RSC is more involved in analysis of the global environment

related to navigation (Aguirre & D’Esposito, 1997; Burgess, Becker, King, &

O’Keefe, 2001; Maguire, 2001; Rosenbaum, Ziegler, Winocur, Grady, &

Moscovitch, 2004).
In a related study we observed an interaction between region (PPA vs. BA

30) and scene type (indoor vs. outdoor), with greater activation to indoor

than outdoor scenes in PPA but not in RSC (Henderson et al., 2007). The

indoor and outdoor scenes in that study were similar to the rooms and

landscapes in the present study. To investigate whether a similar pattern was

produced here, we conducted an ANOVA on the subject data focusing on the

room and landscape scenes across the PPA and BA 30 ROIs. This analysis

revealed a significant Condition�ROI interaction (pB.03) with a larger

room�landscape advantage in PPA than in BA 30. This result also suggests

that local 3-D structure may play more of a role in defining PPA activation

than BA 30 activation. Epstein and Higgins (2006) also reported activation

differences across PPA and RSC consistent with this distinction.

One potential alternative explanation for the activation advantage in PPA

and BA 30 for scenes with explicit local 3-D structure is that these scenes

might preferentially engage the subject’s attention. Contrary to this

hypothesis, to the extent that different scene categories generate differential

levels of interest, past evidence suggests that more open natural outdoor

scenes are more engaging than the more closed artificial scenes that typically

depict 3-D structure (Biederman & Vessel, 2006; Vessel & Biederman, 2002),

potentially because of the value of the former in evolutionary terms (Kaplan,

1992). Therefore, on the attention hypothesis, we would expect the landscape

scenes to produce the greatest activation, opposite to the results obtained

here. Furthermore, without a theoretically motivated reason to propose a

priori that scenes with 3-D geometry preferentially engage attention, the

attention explanation seems circular.

CONCLUSION

The present study demonstrates that two regions of cortex involved in high-

level scene processing preferentially activate to room and city street scenes

compared with cityscapes and landscapes. These results are most compatible

with the hypothesis that these dedicated scene regions support processing of

the local 3-D environment. This interpretation in turn suggests that an

important way in which scenes differ from other visual categories is that they

are views of the local 3-D environment within which a viewer is often

embedded. The results also provide additional support for some degree of
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dissociation in function between two scene processing areas, with RSC

responding more to scenes with larger depicted 3-D volume.
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